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Can Large LM Learn to Output 
Arbitrary Next Word Distribution?

No



A Simple Example

• There are plates, keys, scissors, toys, and balloons in front of me, and I pick up the …


• Ideal distribution

• plates      ~0.2

• keys        ~0.2

• scissors  ~0.2 

• toys         ~0.2

• balloons  ~0.2



GPT3.5’s Output



Hallucination and Repetition
• There are plates, keys, scissors, toys, and balloons in front of me, and I pick up the …


• phone (from GPT-2)?


• Hallucination


• Should copy but not copy


• I like tennis, baseball, golf, basketball, and …


• tennis (from GPT-2)? 


• Repetition


• Should not copy but copy
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Why is GPT Unable to Learn to 
Copy Properly?



GPT-2 cannot predict both “woman” and “king”  
as the next word

woman

man

queen

king

Word embedding space

female

lady

emperor

monarch
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After debating whether to bow to the king or the woman first, the jester decided on the

GPT-2 Encoder Hidden State hct

Chang, Haw-Shiuan, and Andrew McCallum. "Softmax bottleneck makes language models unable to represent multi-mode word distributions." In ACL 2022.



Softmax

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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dot product

Mixture of Softmax (MoS)

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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Chang, Haw-Shiuan, and Andrew McCallum. "Softmax bottleneck makes language 
models unable to represent multi-mode word distributions." In ACL 2022.

Yang, Zhilin, Zihang Dai, Ruslan Salakhutdinov, and William W. Cohen. "Breaking 
the Softmax Bottleneck: A High-Rank RNN Language Model." In ICLR 2018.



Context Partition

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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Context + Reranker Partition 

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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woman     10
queen         4
man            2

next word logit

lady           1.2
king           1.5

emperor      1

……

Context Partition

girl             0.2

Reranker Partition



+ Pointer Network

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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woman man

queen king

woman

Comparing hidden states as in pointer network

Gu, Jiatao, Zhengdong Lu, Hang Li, and Victor OK Li. "Incorporating 
Copying Mechanism in Sequence-to-Sequence Learning." In ACL 2016.



Global Word Embeddings


Rest of Vocabulary

Softmax CPR❤🩹

 

GPT-2……
After debating whether to bow to the king or the woman first, the jester decided on the
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Global Word Embeddings


Rest of Vocabulary

Softmax CEPR
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Pointer 
Network (P)
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Experiments



GPT-2 Perplexity Comparison
king & woman example could be solved 

by pointer network or MoS

MoS
Reranker

Pointer 
Network



Summarization Experiments
• Improve BookSum more


• Probably because the John in one book is different from the John in another book

Comparable to some 
reranker methods + 30%



Conclusion
• Softmax bottleneck 


• -> hallucination and repetition problems


• Breaking the softmax bottleneck 


• -> improvements from pointer networks, rerankers, and mixture of 
softmax (MoS)


• Pointer networks + rerankers + MoS 


• -> softmax-CPR❤🩹 and softmax-CEPR 



Our Other Work on  
Improving Single Embedding Representation

H.-S. Chang* , R.-Y. Sun*, K. Ricci*, and A. McCallum, “Multi-CLS BERT: An Efficient Alternative to Traditional Ensembling” ACL, 2023 

H.-S. Chang, “Modeling the Multi-mode Distribution in Self-Supervised Language Models, ”PhD Thesis 2022
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Future Work: Variable Assignment
• LM on code examples: Codex (OpenAI), AlphaCode (DeepMind)


• LM on math examples:

20

a ← 1; b ← 3, x ← b; Which variable(s) > 2? ___

Candidate Generation

GPT-3

Verifier/Reranker

GPT-3 Encoder

Softmax
Output

Global word 
embeddings x and b

What? Why? Where? 
How NL{G,U}? So?



Future Work: Variable Assignment
• LM on code examples: Codex (OpenAI), AlphaCode (DeepMind)


• LM on math examples:

21

a ← 1; b ← 3, x ← b; Which variable(s) > 2? ___

Candidate Generation

GPT-3

Verifier

GPT-3 Encoder

Output

Context-dependent word 
embeddings x and b

Multi-Softmax + 
Dynamic Partition

What? Why? Where? 
How NL{G,U}? So?



Q & A


