
 Input Context 
 Question: What animals can fly without a backbone?

 Fact 1: Invertebrates lack a backbone. 

 Fact 2: Bees are a kind of flying invertebrates.

 Answer: __
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Superpower🦸⚡ of the 
Contrastive Decoding📈 comes 
from its Imagination🧠💡!
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• It is possible to generally improve LLMs with a tiny LM by 
imagining/simulating the even larger LLM!


• The current cross-entropy next word prediction is not optimal. 
More research is required!


• Extrapolation might also improve CD in various other 
applications and beyond


