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Creative Writer🧙 or a Parrot🦜? 
Automatically Evaluating LLM’s 

Creativity/Originality is Possible!

Example of Tradeoffs
Constraint A: "The main character 
enjoys reading at home."
Constraint B: "Something surprising 
happened at a school.”

Coherent Story A (BUT Fails 
Constraint): 
"Mary loves to read everyday. 
This makes her a really good 
student at school."
Constraint Satisfying Story B 
(BUT Incoherent): 
"John enjoys reading at home. 
Then, something surprising 
happened at school!"
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•LHF can help LLMs select better stories from their training data but has limited influence in 
boosting LLMs' ability to produce creative stories that are unseen in the training corpora. 

•Different LLMs perform very differently under different numbers of constraints and achieve 
different balances between the model's instruction-following ability and narrative coherence

Story-Based, GPT4 Eval Story-Based, GPT3.5 Eval Instruction-Based, GPT3.5 Eval

By increasing the number 
of constraints in the 
prompt, we can increase 
the prompt specificity and 
hinder LLMs from retelling 
high-quality narratives in 
their training data.

If an LLM could output a 
bad story from more 
constraints, the LLM 
should be less creative to 
write original stories.


