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Softmax Bottleneck Problems

To Copy, or not to Copy; That is a Critical Issue of the  
Output Softmax Layer in Neural Sequential Recommenders

av

Your Softmax 
Needs CPR

in Sequential Recommendation.

Achieving around 20% Improvement by just 
Switching Your Output Softmax Layer!
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Applications

1. The improvements of Softmax + CPR + Mi are consistent 
across 12 large datasets and hyperparameters

A. 10% (4%-17%) in 5 datasets with duplicated items

B. 24% (8%-39%) in 7 datasets without duplicated items 

 

2. The best method increases the model size very slightly.

3. Softmax + C  RepeatNet [2]  Softmax w/o duplication [4]≈ ≈

1. Stop using 
softmax in 

your models!

2. Selection of the softmax layer is much 
more important than selection of the 

encoder on average in our experiments.

3. RepeatNet / pointer network improves the 
performance due to the softmax bottleneck 

instead of the attention mechanism.

1. Try Softmax-CPR in RecBole to achieve new STOA

2. Softmax-CPR also reduces hallucination in LLM

3. Future work: other matrix factorization models? 

1. Softmax (Original SASRec or GRU4Rec)

2. RepeatNet [2] (i.e., Pointer Network)

3. MoS (Mixture of Softmax) [3]

4. Softmax w/o Duplication [4]

5. Softmax + C (Context Partition)

6. Softmax + CP (Pointer Network)

7. Softmax + CPR (Reranker Partition)

8. Softmax + CPR:k1,k2,k3 + Mi (Multiple Input Hidden State) [1]
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• Did you ever experience this:

• Training on a dataset with lots of repeated items, your STOA recommenders cannot 

learn to copy the items properly ?


• Training on a dataset without repeated items, your STOA recommenders still keeps 
copying items ??????


• In this work, we find that the problem comes from the universally-used output 
softmax layer !!!!!!
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Its single hidden state 
and  

static item embeddings 
could force me to  

copy, not to copy, and 
cause not ideal 

distribution. 


