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Input Prompt: Barack Obama writes a new book

: The Future of a Democratic Election. The 
book tells the story of the 2008 election. 

Topic: election, elections, Democratic 
Topic: book, books, novels Topic: humanity, life, spirituality

on spirituality and the role of 
religion in society 

Topic: God, Christ, eternal

, entitled  My Living With God , and writes 
that he will give the  gift of grace

. In it he describes why many Americans 
believe in political parties.

Topic: understand, know, realize 
Word: story

Word: zombie

about the United States entitled I Don't 
Care...You Bet I'm a Zombie.

Topic: American, America, U.S. 
Topic: political, ideology, politics

. In the United States, many people 
know the story of the human race

Step 2: Might say these topics

Step 1: Let’s see what language 
models would say

Step 3: Please 
talk more about 
these topics

1  book  books  novels
2  Essays  Perspectives  Perspective
3  University  faculty  undergraduate
4  Reid  Sen.  McConnell
5  humanity  life  spirituality
6 2011 2010 2009
7  know  sure  want
8  insistence  disdain  dismissive

9  election  elections  Democratic
10  U.S.  States  United

Input Prompt: “Barack Obama 
writes a new book”

Output Continuation:  “: The Future of a Democratic Election. 
The book tells the story of the 2008 election.”

Transformer-
based 

Language 
Models

User

Step 4: Let me try. 
What does this 

continuation sound?

GloVe

-nullnullnull

- American … 2008 … election … of severe ...

African
... 

Leak information Randomly selected words

GPT2 Encoder + Lk + Transformer

c1

(b) Option Generator

AfricanObama firstBarack becomes the

(a) Conditional Text Generator

-  American president in 2008 ,  in an election held

against the backdrop of severe economic problems caused by policies started or worsened under  …

African

Tell GPT2 that the selected words will appear 
in the future

2008 severe......

firstBarack …

American

AmericansAmerica

election

elections

2008

2009

2007

voters

Republicans
Democrats

economic

north

bus

A randomly sampled 
word

Push 
away

Pull closer

Push away

c2 c3 c4 c5 c6 c7 c8 c9 c10

Pull closer

x1 x2 x3 x4 x5 x6 y1           y2                   y3          y4     y5    y6  y7 y8         y9           y10

GPT2 Encoder + Softmax

A word in continuation

GPT2 Encoder

book, books, novels

t5

Linear Layer

Weighted average of GloVe

t7

election, elections, Democratic

tw

story

Sample based on 
probability

GloVe

GPT2 Encoder

Transformer

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10

3. write

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

3. choose

2. show

1. write

4. show

(b) Option 
Generator

(a) Conditional Text 
Generator

User

book :newBarack …

…

bookObama newBarack writes a

Softmax

pw5 pw6…pw1 pf6 pf6 pf6

+ +++++

x1 x2 x3 x4 x5 x6

̂y 1

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

Closest M Words

Relevancy Fluency Diversity Relevancy Fluency

Input
Input Prompt: “Barack 
Obama writes a new book”

Transformer-
based 

Language 
Models

What does LM know?  
I hope the book would be 

about elections

Output Continuation 2: 
on spirituality and the role 
of religion in society …What about 

this?
Output Continuation 3:  
, and the book depicts the 
future of the United States.

What about 
that?

I really want to 
read the mind 

of LM and 
control it

Output Continuation 1: 
that shares his perspective 
on his presidency …

What does this 
continuation sound?

Next Next

:(

↑ Testing↓ Training

•  Our goal is to inject the fine-grained topical preference of users 
to the language generation model

1.User: Specify a prompt

2.LM: suggest topics

•Topics are prompt-
dependent and fine-grained


3.User: Choose topics

4.LM: generate the 

continuation conditioned 
on the chosen topics 

Repeat -> plot graph

• Training without any label 
data or predefined topics

Redundant

Redundant

Not relevant

Not relevant

Option Generator Evaluation

Fluency Novelty Overall

Relevancy

Relevancy Novelty
Relevancy Novelty Overall

Human 
Evaluation

Human Evaluation

Automatic Evaluation

Automatic 
Evaluation Conditionable

Novelty Diversity

Conditional Text Generator Evaluation

• Decompose a novel framework into two novel components

• Option Generator -> topics are relevant but novel

• Conditional Text Generator -> Text is fluent and relevant


• Codes are available at https://github.com/iesl/interactive_LM

Qualitative Comparison
• Option Generator

• Predict the topic embedding in a GloVe space

• Use 3 words closet to each topic embedding to visualize the topic

• Conditional Text Generator

• Covert the selected GloVe into 

the size of the hidden state

• Using top-k sampling

Model Architecture (Testing)

Model Training

Human EvaluationAutomatic Evaluation

• Option Generator 

• By pulling the topics and the 

future words closer

• Topic -> cluster center


• By pushing the topics and 
randomly selected words away

• Conditional Text Generator

• Use the GloVe of future words 

as the condition
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