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Introduction Our Method Experiments

: , . Distant supervised relation extraction
_ o _ _ _ Embeddings of $ARG1 ’s partner $ARG2 Co-occurrence Matrices P
> Previous work in Distant Supervised Relation Extraction: and Entity Pair Embeddings
o Training signal - Co-occurrence of entity pairs with sentence patterns . . o Setting is the same as CUSchema (Verga et al., 2016)
: . (Barack Obama, Donald Trump) Entlty Pairs — . i . ; w
o Universal Schema - assumes one embedding per sentence pattern ° o o Training data: text with linked entities + Freebase + a few rules (No label data)
o Compositional Universal Schema uses LSTM to encode sentence pattern (Angelina Jolie, Brad Pitt Jsualize o Validation data: TAC slot filling 2012
Push Away Q‘ ® - Testing data: TAC slot filling 2013 2014
S " . . . Si,2
leAtatlons. d th diff c . . . h Pull Closer Method TAC 2012 (Validation) TAC 2013 TAC 2014
0 .sentence pgttern could co-occur with different facets (i.e., entity pairs wit Serspouse Proc  Recall  El | Prec Recall El | Prec Recall  Fl
different relation) (Google, Facebook) e @ USchema* 34.8 237 282 |42.6 294 348|355 243 2838
o All facets compressed into a single embedding for each sentence pattern ® OO (Bob Bryan, Mike Bryan) CUSchema (LSTM)* 27.0 327 296 |39.6 322 355|329 273 2938
per:parent 0|0 O Ours (Single-LSTM) 257 217 235 | 304 263 282 (221 205 213
Ours (Single-Trans) 26.1 21.6 237 | 295 252 272190 212 200
Neural Encoder and $ARG1 works 1| 1 Trainin Ours (LSTM) 320 289 303 |41.3 339 372|341 295 31.6
ith SARG2 9
Wi Corpus Ours (Trans) 33.6 277 304 | 425 332 373|346 285 31.3
Close — I [ | SARGT g e o N S S N USchema + CUSchema (LSTM)* | 29.3 328 309 | 419 344 37.7 293 34.1 31.5
. Patiern Embeddingsi  + , = dﬁ’:;gj -  Pattern Embedding = Closest to &1 | ¥ USchema + Ours (LSTM) 202 337 313 |38.1 389 385|315 344 329
—10.2 | USchema + Ours (Trans) 304 339 32.1 | 390 38.8 389|320 340 33.0
I 0.9
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Neural Encoder Table Lookup Neural Encoder ’ 1| 1 0 «ﬂiﬂag‘]_‘l Ve Unsuper\nsed entailment detection
— - N Sample
Training Data t - . T o Dataset: Sentence pattern pairs where the words in premise and hypothesis are
_ i i th Input pattern Si: $ARG1 ’s partner $ARG2 $ARG1 and his 0 1TGD=|::“:;:1~[::|{:;L1h"‘ _ P : P P yP
Entity Pair | . ... ith Sentence Pattern cooceUr Entity Pair co-oceur Sentence Pattern | occur| Entity Pair successor $ARG2 hypernymy, e.g., preS|dent -> |leader
whoare + $ARG1 moved in *SARG1 = Angelina Jolie | | SARG1, the partner|=— who are co- > Collect labels of 1,500 sentence pattern pairs
arent & son i $ARG2 = Brad Pitt k . : . . .
° T e LT e Horkers Seq2Seq Model > Retrieve entailment out of other relations (including paraphrase)
* * o Transformer encoder to encode sentence into a single embedding > Predict the entailment direction of patterns
spouse? spouse? o Transfor_mer decoder to decode encoded embedding into multiple facet
Multiple facets in : embeddlngs Premise (Specific Pattern) Hypothesis (General Pattern) Label Classification |  Direction Detection
couple? NPT friend? e - , Method :
sentence patterns 7 similar ° Obiecti £ ti SARGI , the president of the SARG2 | SARGI , the leader of the SARG2 | Entailment AP@all Micro Acc  Macro Acc
parent? co-worker’ jective runction . _ SARGI ’s chairman , SARG2 SARG] ’s leader , SARG2 Entailment Random 21.9 50.0 50.0
o Choose closest facet for each entity pair SARG1 s father . SARG2 SARG1 s leader . SARG2 Other Freq Diff 21.4 54.5 473
> Minimize the distance of the co-occurred entity pair and sentence pattern SARGI worked with SARG2 SARGI deal with SARG2 | Entailment | | CUSchema 31.2 50.0 50.0
o Maximize all the other distances $ARGI had with SARG2 SARGI deal with SARG2 Other Ours (Single) 23.6 50.0 50.0
$ARGI said the SARG2 $ARG] say the SARG2 Paraphrase Ours 37.8 63.1 554

: s o o Similar to kmeans clustering, encouraging pattern embeddings to become the
M aln Id ed — M U Itlfa CEt E m bEd d I ngS centers of entity pairs that co-occur with the pattern
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. . Conclusion
Represent each pattern using multiple embeddings SCOrI ng fu nCtIOnS

Each embedding represents a facet o \We propose a novel method to improve the compositional universal schema,

One facet can be represented by multiple embeddings CUSchema, by modeling different facets of a sentence pattern

A facet of a pattern is similar to a facet of another pattern if the patterns share o Representing every sentence pattern using the cluster centers, we can achieve
same entity pairs better symmetric and asymmetric similarity measurement between sentence

{Sj,m} to Its closest center In {Sl.,k} patterns for relation extraction and entailment detection
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« Asym({S. }, {sjm}) computes the average of cosine similarities from every center in

« Checking if {8, } is more specific than {Sjm}: Asym({S, }, {Sjm}) > Asym({sjm}, {8..D?
Spouse Pattern Embedding 1 co-worker ° Slmllarlty between {Si,k} and {Sj,m} (AS}’m({S,-,k}a {Sj,m}) + ASym({S]’m}a {Sl,k}))/Q
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