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Extending Multi-sense Word Embedding to Phrases and Sentences  
for Unsupervised Semantic Applications
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Multi-facet Embedding

Multi-sense Embedding [1]

Step 1: Generate F(It)
Step 2: Estimate MOt and MRt

Step 3: Compute Loss Lt(F)
Step 4: Fix MOt and MRt to do backprop

K-means Loss Non-Negative Sparse Coding (NNSC) Loss

Interactive Language Generation [2] Distantly Supervised Relation Extraction [3]

Challenges
◦ Storage 

◦ Too many unique sentences 
◦ Sparse signal 

◦ Too few co-occurring words 
◦ “Out-of-vocabulary” 

◦ Similar sentences during testing

 

Storing tons of clustering results?

His acting in Titanic is very natural.  
The movie makes him become a big star in Hollywood.   
He has become one of the highest-paid actors since then. 

Tom Hanks plays the main character in Forrest Gump.  
The movie makes him become a big star in Hollywood.  
His acting also earns him the Academy Award for Best Actor.

…

Training Corpus

Testing Corpus
? ? ? The film makes him become a big star in Hollywood. ? ? ?

Clustering Baseline

Observed

Not Observed

Proposed Framework

Main Idea

Unsupervised Sentence Similarity

Unsupervised Phrase Similarity

Unsupervised Extractive Summarization

Visualizing Predicted Cluster Centers

◦ Multiple embeddings for sentence 
representation is much better than 
single embedding 
◦ similar for phrase representation 

◦ Word importance estimation using the 
co-occurring distribution improves 
various scoring functions 

◦ More facets are better in summarization

◦ Previous Work: 
◦ Word embedding represents the input word by a set co-occurring words 
◦ Co-occurring word distribution might have multiple modes 
◦ Multi-sense word embedding clusters the co-occurring words into centers 

◦ Our goal:  
◦ Extending the methods to phrases and sentences 
◦ Do the similar thing but replacing the input word as a word sequence. 
◦ Senses of the input words -> Facets of the input sentence/phrases

◦ Instead of clustering, we directly 
predict the cluster centers using a 
neural model 

◦ Storage issue 
◦ Clusters are compressed in the 

parameters of the neural model 
◦ Sparse signal issue 

◦ Clustering the co-occurring 
words of similar sentences 

◦ “Out-of-vocabulary” issue 
◦ Can take any input sentence 

◦ Model Design 
◦ What neural network 

architecture to use? 
◦ How to train end-to-end? 
◦ What clustering loss to use?

Each Training Iteration◦ We use Transformer encoder and 
decoder to predict a set of centers 

◦ NNSC loss is better because its gradient 
is more smooth 

◦ We match the cluster centers and co-
occurring words in each training iteration

Predicted 
centers of 
co-occurring 
words

Words in 
the input 
sentences

A man is lifting weights in a garage . A man is lifting weights .

◦ We propose a framework for learning the cooccurring distribution of the words 
beside a sentence or a phrase.  

◦ Even though there are usually only a few words that co-occur with each sentence, 
we demonstrate that the proposed models can learn to predict interpretable cluster 
centers conditioned on an (unseen) sentence.


