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id Top 1-5 words Top 51-55 words

1 find, specie, species, animal, bird hunt, terrestrial, lion, planet, shark

2 system, blood, vessel, artery, intestine function, red, urinary, urine, tumor

3 head, leg, long, foot, hand shoe, pack, food, short, right

4 may, cell, protein, gene, receptor neuron, eukaryotic, immune, kinase, generally

5 sea, lake, river, area, water terrain, southern, mediterranean, highland, shallow

6 cause, disease, effect, infection, increase stress, problem, natural, earth, hazard

7 female, age, woman, male, household spread, friend, son, city, infant

8 food, fruit, vegetable, meat, potato fresh, flour, butter, leave, beverage

9 element, gas, atom, rock, carbon light, dense, radioactive, composition, deposit

10 number, million, total, population, estimate increase, less, capita, reach, male

11 industry, export, industrial, economy, company centre, chemical, construction, fish, small

Output: Embedding of every word 
(e.g. rodent and mammal) 

Input: Plaintext corpus

mammal
rodent

many specie of rodent and reptile 
live in every corner of the province

whether standard carcinogen 
assay on rodent be successful

geographic region for describe species 
distribution - to cover mammal ,

ammonia solution do not usually cause 
problem for human and other mammal

separate the aquatic mammal from fish
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….. Average # dimensions
SBOW Freq 5799
SBOW PPMI 3808

DIVE 20

Distributional Inclusion Generality Similarity * Generality

w/o  *Z/#(w) (non-negative word2vec)
w/o PMI>k

• Trained on the first ~50 million words of wikipedia 
• Test on 10 datasets using AP@all (AUC) and HyperLex using ρ

bj Top 1-5 words
1 element, gas, atom, rock, carbon
2 star, orbit, sun, orbital, planet
3 electron, current, electric, circuit, voltage
4 tank, cylinder, wheel, engine, steel
5 high, low, temperature, energy, speed
6 acid, carbon, product, use, zinc

11 also, well, several, early, see
12 part, almost, see, addition, except
13 several, main, province, include, consist

7 system, architecture, develop, base, language
8 version, game, release, original, file
9 network, user, server, datum, protocol
10 access, need, require, allow, program

14 science, philosophy, theory, philosopher, term
15 school, university, student, education, college

Other Applications
• We propose an interpretable and efficient word embedding, DIVE 
• DIVE compresses SBOW while preserving the inclusion property 
• DIVE achieves new state-of-the-art unsupervised performance on  
 most of hypernym detection datasets

• DIVE is a compression of sparse bag of words (SBOW) 
• Compression makes processing more efficient and visualizable

Word sense induction for the word core 
(TextGraph 2018 [5])

Word co-occurrence statistics visualization 
for the word CO2 in material science papers
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Unsupervised Hypernym Detection [1]

We make x, y, c non-negative in DIVE

For all c,

xTc ≈ M’[x,c] and yTc ≈ M’[y,c]

For all c, M’[x,c] ≤ M’[y,c] 
(approximately speaking [4])

M’[x,c] = log(                 ) and M’[y,c] = log(                    ) 

Not depend on y

Distributional inclusion hypothesis

Inclusion Property in Embedding Space

#(x,c)|V|
#(c)k

#(y,c)|V|
#(c)k

mean( #(w) )

Distributional Inclusion Vector Embedding (DIVE)
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